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 In machine learning, prediction is a method that is supported by 
historical data and is often used in various fields. It can be used to predict 
quality for water taken from river, which is a major source of life 
particularly for human. Water contamination may be a result of 
civilization and the rapid increment in economy. This research looks at 
how the Artificial Neural Network (ANN) algorithm predicts the Water 
Quality Index that will aid the environmental agencies and consumers. 
This study also aims to create an ANN-based water quality index 
prediction system that is effective at managing noisy data. Furthermore, 
the constructed system’s ability to accurately predict water quality is 
assessed. The water quality prediction method is based on the data taken 
from the three main rivers in Selangor, namely Sungai Buloh, Langat, 
and Kuala Selangor. The prediction takes into account variables such as 
Biological Oxygen Demand (BOD), dissolve oxygen (DO) and seven 
other water characteristics. The performance metric used in the study is 
the calculation of the accuracy for factors such as the number of neurons 
in the hidden layer, the epoch number, the split data ratio and the 
learning rate. The result has shown that the ANN model has produced 
good and acceptable performance with 88.44% accuracy. For future 
work, the ANN model can be improved by collecting more data for its 
training and the performance of the model can be compared with other 
prediction algorithms. 
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1. INTRODUCTION 

Rivers are regarded as one of the most important sources of water for agricultural demands, industrial 

needs, and other applications (Najah et al, 2019). Water quality is the state or condition of water that takes 

into consideration the physical, chemical, and biological characteristics of the water. The Water Quality 

Index is a metric used to determine whether the overall water quality in a certain area is contaminated or 

not.  In addition, Dissolve Oxygen (DO) and Chemical Oxygen Demand (COD) are also significant metrics 

for assessing water quality (Bi et al., 2021). However, the fast expansion of civilization and the economy, 

including urbanization, industry, and agricultural output, may have polluted the river (Xia et al., 2022).  The 

river systems are especially susceptible to the negative impacts of environmental contamination because of 

their dynamic nature and ease of accessibility for garbage dumping. For instance, river that is close to an 
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industrial activity will be at a higher risk of being exposed to contaminants discharged by negligent 

factories. According to Bi et al. (2021), in a real-world water environment, having water quality 

management and its prediction is crucial to facilitate many parties. The prediction of river water quality 

system will help environmental department and consumers to predict the condition of the river water in 

term of its state, as well as the classification of its condition. The result could assist the environmental 

agencies in determining whether a certain river could serve as a primary source for the processed water for 

consumers. This prediction system could reduce the amount of time needed for the environmental agencies 

to get the categorization of the river water quality. It will improve their effectiveness in monitoring the 

health of all major rivers in a given area that serve as a major source of water for local residents. 

According to Ho et al. (2019), a crucial first step toward improving river water quality management 

is the creation of water quality prediction models. Due to the lengthy study of the water quality 

characteristics, in addition to the significant work and time required for gathering and analysing water 

samples, the traditional method for calculating WQI (Water Quality Index) is always accompanied by 

inaccuracies (Ho et al., 2019; Aldrees et al., 2022). Besides that, the present computations of the Water 

Quality Index (WQI), which include sub-index calculations like Biological Oxygen Demand (BOD) and 

COD, can occasionally be exceedingly difficult and time-consuming (Leong et al., 2019; Aldrees et al., 

2022).  Due to extensive data collection on river pollution and ambiguous water quality parameter results, 

measuring river water quality may also be challenging (Zamri et al., 2022). Therefore, the necessity for the 

river water quality prediction system arises in order to reduce errors. In other research, any site's 

classification of the water quality can employ prediction to get findings as quickly as feasible and with the 

fewest parameters (Sattari et al., 2021). Large water quality dataset might be difficult to examine, so, it is 

necessary to have a prediction system that can predict river water quality, especially when using a high 

number of samples.  

Based on the importance of the river water quality prediction, this research has suggested utilizing the 

Artificial Neural Network (ANN) method to predict river water quality. The objective of the research is to 

explore the capability of ANN for the river water quality prediction. The ANN makes very accurate 

predictions and enhances the performance of other algorithms (Azimi et al., 2019; Bi et al., 2021; Dawood 

et al., 2021; Xia et al., 2022; Nayak et al., 2023). Additionally, compared to other approaches, it provided 

the most accurate results in term of accuracy (Ghosh et al., 2023). Previous studies in a particular subject, 

have shown that ANN has a lot of promise (Olabi et al., 2023). When a large number of samples are 

involved, the ANN technique is a very successful algorithm for river water quality prediction. Other 

algorithms' shortcomings are solved by using this method (Nayak et al., 2023). ANN also can learn complex 

relationship between complex input and output parameters due to the benefits over the model options. 

Therefore, ANN has been chosen as the prediction algorithm of river water quality in this study. This paper 

is organized into five main sections which are the Introduction, Literature Review, Methodology, Results 

and Finding and finally the Conclusion. 

2. LITERATURE REVIEW 

This section provides a brief review on the prediction of the river water quality using ANN technique 

and the brief description of the ANN method. 
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2.1 Prediction of River Water Quality 

There are many machine learning techniques that have been utilized for the river water quality 

predictions. However, ANN has been implemented by many researchers in solving the water quality 

prediction problems. The good performance of ANN has drawn many researchers to explore its capability 

in various prediction problems. 

A study in India has implemented ANN for the prediction of the Godavari River Basin water quality 

(Satish et al., 2024) . The results have shown that the stacked ANN has performed better and it could help 

in the environmental management and monitoring of rivers. Meanwhile, a study in China has combined 

ANN and PSO in order to develop a better prediction model. The hybrid technique has utilized the principal 

component analysis in order to reduce the data dimensionality and eliminate the complexity between water 

quality parameters (Guo & Fu, 2023). 

Babu et al. (2023) has implemented the Long Short Term Memory (LSTM) for the simulation of the 

water quality values. The model is expected to be able to accurately predict the water quality values even 

when the data are scarce. In this study, LSTM has generated the highest accuracy compared to other 

algorithms.A study by Murivhami et al. (2023) has implemented ANN for the prediction of water quality 

index (WQI). The water quality prediction could help in the monitoring and reducing the water pollution. 

The proposed ANN model has also generated good prediction performance. 

Nayak et al. (2023) has conducted a research to develop a river forecasting system for the Godavari 

in India. The study focuses on using ANN, with the combination of other techniques to improve the 

performance and reduce the WQI limitations. Levenberg Marquardt (LM) and Scaled Conjugate Gradient 

(SCG) are the two other techniques that have been utilized in conjunction with ANN. The final result 

demonstrated that ANN could accurately estimate the water quality at the Godavari River. 

According to a study by Bi et al. (2021), the suggested approach has outperformed all other models 

when used to predict time series data on water quality. This study uses ANN and the Savitzky-Golay filter. 

In addition, a study has been conducted in Wuhan, China to evaluate the standard of the city's drinking 

water supply using ANN. The result has revealed that the quality of Wuhan's municipal drinking water was 

in compliance with the national hygiene standards (Xia et al., 2022). 

Due to pollutant penetration into water pipelines, leaching, disinfection byproducts, chemical or 

microbiological permeation and pollution, the pure water could easily become contaminated. In a study, 

Dawood et al. (2022) has implemented ANN to predict the quality of the water and performed the risk 

analysis. A team of academics in Korea has also conducted a study to improve the prediction accuracy of 

the water quality in a large lake using the combined application of ANN and a numerical model. The result 

achieved while utilising the ANN method has exhibited a good performance (Kim et al., 2021). Based on 

the strong capabilities of ANN and its great tolerance for data scarcity, this study has chosen ANN for the 

river water quality prediction. Another exploration of this algorithm in the river water quality prediction 

problem could further strengthen its performance and capability.  

Table 1. Summary of the Recent Water Quality Prediction 

No Technique/Algorithm Objective Problem Result Reference 

1 ANN and ML models To predict the 

Godavari River 

Basin water 
quality 

Prediction 

inputs are 

critical to the 
environmental 

management 

and monitoring 
of rivers. 

ANN with stacked ML models 

performed better (R2=0.91) 

(Satish et al., 

2024) 
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2 ANN To reduce water 

pollution 

Ensure 

compliance 

with drinking 
water and 

wastewater 

treatment 
standards 

Exhibit good performance 

(R2=0.99) 

(Murivhami et 

al., 2023) 

3 ANN, PSO To improve the 

accuracy of 

dissolved 
oxygen 

prediction 

Complex 

correlation and 

nonlinearity 
between various 

parameters of 
river water 

quality greatly 

affect the 
accuracy of 

water quality 

prediction 

Hybrid ANN and PSO 

performed better 

(RMSE=0.146) 

(Guo & Fu, 

2023) 

4 LSTM, RNN, ARIMA To accurately 
simulate the 

water quality 

Predicting water 
quality has 

become 

essential in 
reducing water 

pollution 

LTSM performed the best with 
93.5% accuracy 

(Babu et al., 
2023) 

5 ANN (Levenberg 
Marquadt algorithm). 

To overcome 
the limitation of 

conventional 

WQIs. 

Water quality 
assessment is a 

need and is 

crucial for 
maintaining 

human health. 

The Artificial Neural Network 
model using Levenberg 

Marquadt algorithm have very 

high accuracy. 

(Nayak et al., 
2023) 

6 ANN To assess the 

spatial-temporal 
distribution of 

municipal 

drinking quality 
across time. 

Rapid growth 

caused the 
water system 

and biological 

environment to 
deteriorate. 

Artificial Neural Network 

predict water quality with high 
accuracy. 

(Xia et al., 2022) 

7 Encoder-Decoder Neural 

Network with long-short 
term memory and a 

Savitzky-Golay filter. 

To ensure 

efficient water 
resource 

management. 

People’s 

worries about 
the severe 

contamination 

of the aquatic 
environment 

have grown. 

Encoder-Decoder neural 

network with long-short term 
memory and Savitzky-Golay 

filter provide more accurate 

prediction. 

(Bi et al., 2021) 

8 ANN and risk analysis 
technique 

To further 
explain, via the 

use of ANN and 

risk analysis 
technique, the 

effect of 

aforementioned 
elements on the 

quality of 

portable water. 

The distribution 
stage quality 

failure will be 

delivered to the 
public. 

The use of ANN optimize the 
prediction result. 

(Dawood et al., 
2021) 

9 ANN with 
Environmental fluid 

dynamic code. 

To improve the 
prediction 

accuracy of 

water quality in 
a large lake 

Limited field 
data can often 

be the major 

cause of errors 
in water quality 

prediction 

The Artificial Neural Network 
showed more accurate result 

(Kim et al., 
2021) 
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2.2 Artificial Neural Network 

An Artificial Neural Network (ANN) is one of the machine learning and Artificial Intelligence 

techniques that are often used (Juan & Valdecantos, 2022). Besides that, ANN is a universal approximator 

in mathematics, demonstrated to be very good at modelling non-linear problems. ANN is used to solve a 

variety of complex problems such as pattern recognition, classification, and control (Ozcalici & Bumin, 

2022). It is a computer model made up of many processing components that accept input and produce output 

in accordance with a specified activation function.  

ANN was developed based on the research on the nervous system and the brain (Pantic et al., 2023). 

Although they employ a condensed set of biological brain system ideas, these networks mimic biological 

neural networks. ANN models mimic the brain and nervous system's electrical activity. The input, hidden, 

and output layers are the three layers that make up an ANN (Lu et al., 2022). Each layer has a number of 

neurons that are used to calculate the activation function as well as the weight and bias values for the layer 

(Ying et al., 2023). Weight and bias values can be initialized at random. ANN consist of two training rules 

which are feedforward and backward propagation (Afandi et al., 2021). The basic flowchart of ANN is 

shown in Fig. 1.  

The first stage in the ANN process is to initialize the weight, bias, and neuron values for each layer. At 

initial step, they will be randomly initialized, but afterwards, the number of neurons can be adjusted to 

discover the model's optimal performance. The model will then determine the value of the activation 

function, which includes the weight, bias, and value of each neuron. It will begin with the input to the 

hidden layer and move on to the hidden to output layer after that. The model then chooses the outcome 

depending on the output neuron that have been calculated after the computation was done in the last layer, 

which is the output layer.  

                        
 

Fig. 1. Artificial Neural Network’s Flowchart 
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3. METHODOLOGY 

3.1 Experimental Data 

In this study, the data were collected from the Selangor Environmental Department. 683 data had been 

collected, which represented the monthly data starting from January 2017 to December 2022. These data 

consist of data collected from three main rivers which are Sungai Buloh, Langat and Kuala Selangor rivers. 

The dataset has been utilized throughout the model's training and testing phases to help in classifying the 

future behavior of any specific river. The developed model is predicting river behavior based on previous 

behavior of river water characteristics. The characteristics or elements that are taken into account are shown 

in Table 2. The elements can determine whether or not the supplied river samples were contaminated. The 

attributes for the ANN are the values of Biological Oxygen Demand (BOD), Dissolve Oxygen (DO), 

Sulfate, PH, Nitrite, Conductivity, Nitrate, Phosphate and Water Quality Index (Murivhami et al., 2023; 

Guo & Fu, 2023) . All these attributes are in the continuous numerical data type. In conclusion, there are 

683 rows of data and 9 total characteristics involved in this study. Users are required to enter new input 

data in order to compute the classification's outcome. The result will display the water quality classes, which 

is ranged from 1 to 5. In this study, the lower the number of the class, the better the quality of the water 

will be. In addition, it will display the level of the pollution in the river's water, which are clean, polluted 

or slightly polluted based on the results. 

Table 2. Attributes of the Prediciton and the Output 

 

 
 

 

Prediction Attributes 

Biological Oxygen Demand (BOD) 

Dissolve Oxygen (DO) 

Sulfate  

PH 

Nitrite 

Conductivity 

Nitrate 

Phosphate 

Water Quality Index 

Classification Output Water Status: Clean, Polluted, Slightly 

Polluted 

Water Class: I, II, III, IV, V 

 

3.2 System Architecture  

The system architecture of the river water quality prediction system is depicted in Fig. 2. It is consisted 

of three main sections, which are the data collection and preparation, user interface and the system’s engine. 

The collected raw data from Selangor Environmental Development are first need to go through data 

cleaning in order to replace the missing values, eliminate unnecessary characteristics and other data 

cleaning tasks. The dataset is then trained and tested using the ANN algorithm. There were 3 percentage 

splits that had been tested in order to avoid the overfitting of the algorithm. The algorithm was also fine 

tuned to obtained the best parameters such as the best number of neuron, epoch and also the learning rate. 

Based on the result of these experiment the best ANN model was chosen. After the testing and training, the 

ANN model was ready to be deployed for the river water quality prediction. In this system, the user has to 

enter the 9 value of attributes, which are the dissolve oxygen, biological oxygen demand, sulfate, PH, nitrite, 

conductivity, nitrate, phosphate and water quality index. The ANN model will process the input data in the 

backend, which involves the initialization of input, weight, hidden neurons and the calculation of the 

sigmoid function. The output will be the the river water quality status, which is categorized into clean, 
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polluted or slightly polluted. The river water class which is ranged from 1 to 5 will also be displayed with 

the river water quality result.   

 

Fig. 2. System Architecture 

 

The ANN structure employed in this study is depicted in Fig. 3. There are 9, 16, and 2 neurons in the 

input, hidden and output layers respectively. The type of ANN used is the Feed-Forward Back Propagation 

Network. The activation function used in this study is the sigmoid function. This function has been 

employed in both of the forward and backward phases. The outcome of the computation in the hidden layer 

of the ANN will be calculated using the sigmoid function. Since the sigmoid function involves binary 

outputs between 0 and 1, it would be simple to understand which class the output belongs to in the 

prediction. Additionally, it is smooth and differentiable everywhere, which contributes to its stability and 

continuous model parameter updates throughout training.  
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Fig. 3. ANN Structure 

 

3.3 Model Development Flowchart 

The model's development flowchart, which is represented in Fig. 4, begins with the gathering of data 

through Selangor's environmental department, which includes 683 rows of data from 2017 to 2021. The 

data is then preprocessed in order to increase its usefulness, which includes actions such as replacing 

missing values and uninteresting attributes. The data are then prepared for use in the ANN's training and 

testing phases. The setting of weight, bias, and the number of neurons for each layer, especially the hidden 

layer is the first step in the ANN algorithm. This is due to the fact that the values will be required to compute 

the values from each neuron until the final neuron in the output layer. The output neuron's value represents 

the prediction's value. The performance of the ANN model will be assessed in order to decide if any 

parameter adjustments are necessary to improve the algoritm’s performance. 
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Fig. 4. Model Development Flowchart 

4. RESULTS AND FINDING 

In order to improve the performance of the ANN model, performance evaluation takes into account a 

number of factors. Parameter tuning is the procedure where the parameter will be adjusted to get the 

optimum accuracy. The number of neurons in the hidden layer, the epoch number, the learning rate and the 

the split data ratio were among the parameters that were tuned. In addition, this section displays the system's 

user interface developed for the ANN model. 

4.1 Number of Neuron in Hidden Layer 

The hidden layer's neuron count is crucial and it is not constrained to a certain range. However, 

differing neuron values in the hidden layer might result in varying degrees of accuracy. The higher number 
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of neurons in the hidden layer does not always indicate the effective it will be. Determining a specific range 

of neurons in the hidden layer is necessary for this reason. Based on Table 3 and Fig. 5, the model's accuracy 

is assessed using three alternative numbers of neurons. The accuracy obtained with the first set of 8 neurons 

is 87.16%; 88.02% with 16 neurons and 84.98% with 32 neurons. Thus, the 16 number neurons were chosen 

for the ANN model as it generated the maximum number of accuracy.  

Table 3. Evaluation on Number of Neuron 

 

Fig. 5. Number of Neuron Evaluation Graph 

 

4.2 Epoch Number 

Epoch, which refers to how many times the dataset will be utilized in the ANN model, is the following 

parameter. In the context of machine learning, this refers to how frequently the model will draw knowledge 

from datasets or previous values. The performance of the model may be impacted by the number of epochs. 

As indicated in Table 5 and Fig. 6, the value of the epoch was also examined to determine how well it 

performed in terms of accuracy. The range of tested epochs is 100 to 1000, with 100 as the beginning point 

and 50 as the increment. There had been 19 different epoch values that were assessed. The maximum 

accuracy of 88.37% was obtained using the 700 and 1000 epoch values out of all 19 epoch values. 

Therefore, the comparison of loss for both values was assessed in order to decide which epoch should be 

chosen. According to the loss, the 700 epoch had a lower loss than the 1000 epoch, with 0.086 instead of 

0.095. 

Table 5. Evaluation on Epoch Number 

Epoch (+50) Accuracy Loss 

100 69.41% 0.249 

150 77.96% 0.174 

200 76.14% 0.172 

250 88.03% 0.090 

300 87.62% 0.101 

Number of neuron Accuracy Loss  

8 87.16% 0.088 

16 88.02% 0.082 

32 84.98% 0.107 
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350 87.52% 0.097 

400 84.38% 0.115 

450 84.60% 0.114 

500 86.11% 0.091 

550 88.11% 0.093 

600 87.05% 0.104 

650 87.50% 0.096 

700 88.37% 0.086 

750 86.40% 0.095 

800 84.87% 0.117 

850 86.32% 0.096 

900 85.74% 0.116 

950 87.09% 0.089 

1000 88.37% 0.095 

 

 
Fig. 6. Epoch Number Performance’s Evaluation Graph 

 

4.3 Learning Rate 

When weight and bias are adjusted in an ANN's backward propagation, learning rate is a parameter 

that is taken into consideration. This is due to the fact that weight and bias values must first be changed to 

match the model because they are initially created at random. As indicated in Table 6 and Fig. 7, similar to 

other parameters, learning rate has been assessed with values ranging from 0.1 to 1.0 with a 0.1 increment. 

Thus, there will be 10 distinct learning rate values. Based on all possible learning rate values, 0.1 provided 

the best accuracy (88.11%), while 0.4 provided the lowest accuracy (74.27%). Therefore, 0.1 will be used 

in the ANN model.  

Table 6. Evaluation on Learning Rare 

Learning rate Accuracy Loss 

0.1 88.11% 0.091 

0.2 82.81% 0.129 

0.3 82.47% 0.142 

0.4 74.27% 0.230 

0.5 78.51% 0.210 

0.6 82.73% 0.171 

0.7 79.22% 0.189 
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0.8 86.79% 0.131 

0.9 77.04% 0.214 

1.0 84.72% 0.151 

 

 
Fig. 7. Learning Rate Performance’s Evaluation Graph 

4.4 Split Data Ratio 

The split data ratio divides the dataset into two subsets, the training dataset and the testing dataset. 

While the testing dataset will be utilized throughout the ANN's testing phase, the training dataset will be 

used during training phase. As an illustration, if the split data ratio was 60:40, then 60% of the dataset 

would be designated as training data and the remaining 40% as testing data. Table 7 and Fig. 8 displays the 

three splits for the data split ratio parameter. The accuracy for the split data ratios were 88.44%, 85.48%, 

and 86.75% respectively for the 70:30, 80:20, and 90:10 splits. Based on the table, the split ratio of 70:30 

has delivered the best performance with an accuracy of 88.44% out of the three split ratios. During the 

testing phase, the parameters used were 16 hidden neurons, 700 epochs and 0.1 learning rate. In this study, 

it is found that more training data did not necessarily produced better results.   

Table 7. Evaluation on Split Data Ratio 

Split ratio Accuracy Loss 

70:30 88.44% 0.081 

80:20 85.48% 0.104 

90:10 86.75% 0.096 
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Fig. 8. Split Data Ratio Performance Graph 

 

4.5 Prediction Model Interface 

The system's user interface is divided into three sections which are the About page, Prediction page, 

and a System’s Performance page. The major objective of the system, which was to assess and examine the 

effectiveness of ANN in predicting river water quality, is described in the About page, as seen in Fig. 9. 

 

Fig. 9. About Page 

 

The prediction of the river water quality is in the second page, as shown in Fig. 10. The user must 

provide the input value that corresponds to the attribute values. The output will then be presented in the 

result area once the user clicks the predict button to see the outcome of the prediction. In addition, the user 

can refer to the output reference included in the reference section. 
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Fig. 10. Prediction Page 

 
The performance assessment page is the last page, as illustrated in Fig. 11. It has buttons that provide 

information on the ANN's structure and parameter comparisons in the form of graphs and tables. 

 

 

Fig. 11. System Performance Page 

5. CONCLUSION 

In this research, the ANN model has successfully predicted the river water quality with an acceptable 

accuracy of 88.44%. The accuracy was obtained using the following parameters; 16 hidden neurons, 700 

epochs and a 0.1 learning rate with the 70:30 split ratio of data. The significance of the research is that the 

prediction system could help the environmental departments and consumers to predict the condition of the 

river water in term of its state, as well as the classification of its condition. Besides that, the system could 

assist environmental agencies in determining whether any specific river could serve as primary source for 

the processed water for consumers. This prediction could reduce the amount of time needed for the agencies 

to get the classification of the river based on the water quality. It will improve their effectiveness in 

monitoring all major rivers in specific area that serve as a major source of water for local residents. For 
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future work, more data can be added for the training and testing of the model and a comparison of its 

performance with other prediction algorithms such as the Support Vector Machine and Random Forest can 

be done. 
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