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 The rapid advancement of Artificial Intelligence (AI) has transformed 
various sectors, including higher education. This study explores the 
challenges and opportunities of AI tool adoption in higher education, 
focusing on student learning experiences and ethical considerations. By 
employing correlation and regression analysis, this research analyzes 
data from 357 students to examine key factors influencing AI adoption, 
including effort expectancy, performance expectancy, digital literacy, 
and behavioural intention. The findings suggest that digital literacy 
significantly affects students' acceptance of AI tools, reinforcing the 
importance of targeted educational interventions. While AI integration 
enhances learning efficiency and accessibility, ethical concerns such as 
data privacy, algorithmic bias, and academic integrity remain critical 
challenges. The study provides insights for educators, policymakers, and 
institutions to develop strategies that balance technological 
advancements with ethical responsibility, ensuring an inclusive and 
effective AI-driven educational environment. Future research should 
explore longitudinal impacts and cross-cultural variations in AI 
adoption.  
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1. INTRODUCTION 

Artificial intelligence (AI) has become an essential component of modern society, influencing fields such 
as medical, business, and education.  AI-powered systems can execute activities that need human intellect, 
such as disease diagnosis, music composition, hyper-realistic image generation, and even customer service 
using chatbots (Kushmar et al., 2022).  In education, AI has the potential to improve learning experiences 
by fostering student autonomy, increasing creativity, and reducing instructor workload.  Furthermore, AI 
can provide personalised learning possibilities, allowing students to investigate topics relevant to their 
abilities and needs (Gocen & Aydemir, 2020).  UNESCO emphasises that AI literacy is critical for the 
twenty-first century since it not only improves global economic competitiveness but also prepares students 
for future job markets (Yim, 2024). 
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The growing dependence on AI in education, while beneficial, raises concerns about its effects on 
students' cognitive development and academic integrity.  AI-generated recommendations can exhibit bias, 
mislead users, or present inaccuracies, potentially resulting in unethical decision-making or academic 
dishonesty (Spatola, 2024).  The accessibility of AI-generated content has raised concerns regarding 
plagiarism, as students may utilise such text without appropriate attribution, thereby compromising 
academic integrity.  Large Language Models (LLMs) such as ChatGPT produce text that closely resembles 
human writing, complicating the differentiation between original content and that generated with AI 
assistance.  Consequently, institutions face challenges in evaluating the authenticity of student assignments, 
and AI-detection tools like Turnitin frequently do not accurately identify content generated by AI (Hutson, 
2024). 

A report from Common Sense Media reveals that 70% of teenagers have used AI tools to assist with 
schoolwork, with 40% doing so without their teacher’s knowledge. Additionally, 37% of students report 
that their schools lack clear AI-related guidelines, while 42% mention that their teachers prohibit AI use 
(Fisher, 2024). Malaysian Prime Minister Datuk Seri Anwar Ibrahim has acknowledged the importance of 
AI in education but warned that excessive dependence on AI-generated responses could hinder students' 
critical thinking skills (Latif, 2024). Furthermore, AI has contributed to a rise in academic misconduct, as 
students can easily manipulate AI-generated content, giving unfair advantages to those who do not adhere 
to academic honesty (Ahmad & Rahman, 2024). 

Given these concerns, this study aims to investigate the impact of AI on education, focusing on two 
major challenges: over-reliance on AI tools and plagiarism. The objectives of this study are: 

(i) To identify the factors influencing the impact of AI on education. 

(ii) To determine the relationship between plagiarism and over-reliance on the impact of AI on 
education. 

By examining these issues, this study aims to provide insights into the appropriate integration of AI in 
education, ensuring that students may effectively use AI tools while keeping academic integrity and 
independent critical thinking abilities. 

2. LITERATURE REVIEW 

AI has rapidly conquered almost every aspect of human life, starting from education to exploration into 
space. While AI offers a great potential revolution in teaching and learning, integration of AI at the higher 
education level raises concerns around academic integrity. Plagiarism and over-reliance on AI tools have 
emerged as major challenges that seriously threaten the authenticity of students’ work. This section 
discusses some of the earlier research that was conducted on plagiarism and over-reliance, and the influence 
of AI on higher education 

2.1 Plagiarism towards impact of AI on education 

The rise of generative artificial intelligence (AI), particularly large language models (LLMs) like 
ChatGPT, has significantly transformed academic writing and raised concerns about plagiarism and 
intellectual property (Hutson, 2024). As AI becomes increasingly embedded in academia, it necessitates a 
re-evaluation of originality, research ethics, and the frameworks governing intellectual property and 
plagiarism. A report by Turnitin’s Chief Product Officer, Chechitelli (2023) found that out of 38.5 million 
student submissions analyzed for AI-generated content, 9.6% contained over 20% AI-generated text, while 
3.5% exhibited between 80% and 100% AI content. These findings highlight the growing concern over AI-
assisted plagiarism, often termed "aigiarism." 
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The unethical use of AI tools in academic writing has sparked debates regarding academic dishonesty. 
Khalaf (2025) identified a significant positive correlation between plagiarism and aigiarism, with linear 
regression analysis indicating that students' attitudes toward traditional plagiarism significantly predicted 
their acceptance of AI-assisted plagiarism. Furthermore, frequency analysis revealed that 27% of students 
had positive attitudes toward traditional plagiarism, while 57% viewed aigiarism favorably. These results 
suggest that while AI tools provide convenience, they also pose ethical dilemmas that need to be addressed. 

Concerns about originality and academic integrity influence students' decisions regarding AI use. 
Malik et al. (2023) found that 86% of students refrained from using AI in essay writing due to fears of 
losing originality and critical thinking skills. Other concerns included misinformation and inaccuracies 
(70%) and the ethical implications of unintentional plagiarism (69%). These findings indicate that while AI 
can serve as a powerful aid in learning, students remain cautious about its potential drawbacks. 

The rapid adoption of AI tools in academic settings has also raised alarms among educators. 
Gruenhagen et al. (2024) reported that over one-third of students have used AI chatbots for assessments, 
often without perceiving it as a violation of academic integrity. Similarly, Niloy et al. (2024) found a 
significant relationship between students' motivations for using AI chatbots and a decline in academic 
honesty, prompting ongoing debates within the scientific community regarding the ethical implications of 
AI-assisted writing. 

Despite these concerns, AI remains a valuable tool for education and research. Livberber and Ayvaz 
(2023) highlight AI’s ability to generate novel research ideas, simplify complex concepts, and improve the 
quality of academic work. However, ethical challenges such as plagiarism and misinformation must be 
carefully managed. Sozon et al. (2024) identified multiple factors contributing to plagiarism, including 
academic pressure, tight deadlines, peer influence, and low awareness of academic integrity. 

Academic pressure significantly influences plagiarism tendencies. Atmini et al. (2024) found that 
students experiencing high academic stress were more likely to engage in plagiarism, driven by 
competition, language barriers, and fear of low grades. Luo and Kong (2024) examined AI’s role in 
rewriting academic content and found that AI-assisted rewrites sometimes increased duplication rates rather 
than reducing them, raising concerns about the effectiveness of AI in maintaining originality. 

In conclusion, while AI tools offer valuable support in academic writing, their misuse can lead to 
ethical concerns such as plagiarism and academic dishonesty. Educators and institutions must establish 
clear guidelines and emphasize ethical AI practices to ensure that AI enhances learning rather than 
compromises academic integrity. 

2.2 Over-reliance toward impact of AI on education 

The increasing integration of AI in education has raised concerns regarding students' over-reliance on 
AI-generated assistance and its implications for learning outcomes. Klingbeil et al. (2024) found that simply 
knowing advice is AI-generated increases users’ trust in it, sometimes leading to poor decision-making and 
unintended consequences. Particularly in high-stakes situations, such as financial or ethical matters, 
individuals tend to rely on AI-generated recommendations even when they contradict other sources. The 
authors suggest designing AI systems that encourage balanced trust while educating users on AI’s 
limitations to promote informed decision-making. 

Similarly, Ahmad et al. (2023) examined AI's impact on students' decision-making, motivation, and 
privacy concerns in Pakistan and China. Their study of 285 university students revealed that increased AI 
usage was associated with a decline in decision-making skills, greater dependency on automation, and 
heightened privacy risks. Although AI enhances learning, excessive reliance may erode essential skills like 
critical thinking, prompting the need for responsible AI engagement. 
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In Malaysia, Ismail (2024) investigated university students’ use of AI tools for academic writing. Their 
study, based on surveys and interviews with 182 students, found that 42% preferred Google Translate, 32% 
used ChatGPT, 14% relied on Quillbot, and 10% used Grammarly for language correction. While these 
tools improve writing quality, the study warns that excessive dependence can compromise accuracy, 
privacy, and writing proficiency. The researchers emphasize that AI should be an aid rather than a 
replacement for learning, encouraging students and educators to adopt a mindful approach. 

Zhai et al. (2024) further explored the cognitive impact of students' reliance on AI-powered dialogue 
systems. Their review highlighted that while AI streamlines task and enhances efficiency, over-reliance can 
weaken cognitive skills such as decision-making, critical thinking, and problem-solving. In educational 
settings, where these skills are fundamental to academic success, the authors advocate for teaching students 
how to critically evaluate AI-generated content to prevent misinformation and excessive dependency. 

By surveying 597 college students and applying latent profile analysis (LPA), Stojanov et al. (2024) 
were able to determine five unique user profiles for ChatGPT's educational purposes.  These profiles 
included students who seldom ever used AI and others who relied on ChatGPT for all of their schoolwork.  
The results highlight the different levels of AI dependence; some students use AI as a supplement, while 
others give it complete control over their work, which raises questions about academic honesty and the 
integrity of their learning.  

Research by Gruenhagen et al. (2024) on AI chatbots in Australian universities found that 79% of 
students use AI for some aspect of their education, including homework and tests. This finding lends 
credence to these worries.  Although AI tools improve information retrieval and comprehension, there are 
worries about academic integrity due to their ubiquitous use.  To encourage safe and ethical use of AI, the 
researchers suggest having students help create usage guidelines.  

Malik et al. (2023) investigated the influence of AI tools on academic writing among 245 
undergraduate students across 25 Indonesian tertiary institutions. Their findings revealed that AI positively 
impacted writing skills, self-confidence, and academic integrity awareness. However, concerns arose 
regarding AI’s potential to diminish creativity and critical thinking. The study suggests a balanced approach 
to AI adoption, integrating educator perspectives to refine AI’s role in academic settings. 

Finally, Darvishi et al. (2024) examined AI’s influence on student agency in peer feedback through an 
eight-week experimental study involving 1,625 students across 10 courses. Results indicated that students 
often relied on AI-generated feedback rather than actively engaging with learning processes. When AI 
assistance was removed, self-regulated strategies partially compensated, but they remained less effective. 
The authors conclude that while AI improves task quality, excessive reliance may hinder self-regulated 
learning (SRL), a key component of lifelong learning. 

In conclusion, while AI tools enhance efficiency and learning, excessive dependence on them poses 
risks to critical human skills such as decision-making, critical thinking, and self-regulation. The reviewed 
studies highlight that unchecked reliance on AI may lead to diminished originality, reduced motivation, and 
academic dishonesty. Therefore, fostering a balanced approach through AI literacy, ethical guidelines, and 
educator involvement is crucial to ensuring AI serves as an aid rather than a substitute for essential cognitive 
skills. 

3. METHODOLOGY 

3.1 Research design 

This study employs a quantitative research approach with a cross-sectional design to examine the 
relationship between AI usage, over-reliance, and plagiarism among students in higher education. A cross-
sectional design is appropriate for this study as data is collected at a single point in time from a sample of 
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students to analyze existing patterns and relationships. This approach allows for an efficient assessment of 
students’ perceptions and behaviors related to AI in education.  

3.2 Population and sample size 

The target population for this study consists of all 4,610 students enrolled at UiTM Perak Branch, 
Tapah. To determine an appropriate sample size, Cochran’s formula (1977) was used to ensure a 
statistically reliable sample. The sample size was calculated as follows: 

where, 
𝑛𝑛 = required sample size 
𝑁𝑁 = population size (4610 students at UiTM Perak Branch, Tapah) 
𝑍𝑍 = 𝑍𝑍 - score corresponding to the desired confidence level (1.96 for 95% confidence interval) 
𝑝𝑝 = Estimated proportion of the population with the characteristic of interest (used 0.5) 
𝑞𝑞 = 1 − 𝑝𝑝  (the proportion of the population without the characteristics, Q=0.5) 
𝑑𝑑 = 0.05 of the margin error  
 

3.3 Sampling design 

A probability sampling technique ensures a fair representation of students across different faculties. 
Specifically, stratified sampling is employed by dividing the population into three strata based on faculties 
and selecting a proportionate number of students from each group. The distribution is as follows: 

Faculties Frequency Sample 
Faculty of Applied Science 1405 108 
Faculty of Accountancy 1639 126 
Faculty of Computer and Mathematical Sciences 1566 120 
 4610 357 

3.4 Data collection method 

Theoretical Framework Data was collected using an online questionnaire and distributed via Google 
Forms. The survey link was shared through digital communication platforms such as WhatsApp and 
Telegram, specifically targeting students from the three faculties at UiTM Perak Branch, Tapah. The 
questionnaire was structured into six sections. The first section included an introduction to the study along 
with an informed consent. The second section gathered demographic information. The third section focused 
on the impacts of AI use in education and contained four questions. The fourth section addressed students' 
over-reliance on AI, comprising seven questions. The fifth section consisted of five questions that assessed 
students’ understanding and concerns about plagiarism. The final section included an appreciation note for 
their participation. 

Section three to five were validated using a 7-point Likert scale, ranging from 1 (Strongly Disagree) to 
7 (Strongly Agree). The questionnaire items were adapted from previous studies on technology acceptance 
and academic integrity by Davis (1989), Ajzen (1991), and Teo (2010), and were reviewed by experts for 

 

𝑛𝑛 =
𝑍𝑍2𝑝𝑝𝑝𝑝
𝑑𝑑2

÷ �1 +
𝑍𝑍2𝑝𝑝𝑝𝑝
𝑑𝑑2𝑁𝑁

− 1� (1) 

Table 1. Sample distribution for each faculty 
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content validity. The data collection process was conducted over a 14-day period from November 26, 2024, 
to December 9, 2024. The demographics information of the respondents is presented in Table 2. 

 Frequency (N) Percentage (%) 
Gender 
Male 171 47.9 
Female 186 52.1 
Age 
17-18 83 23.2 
19-20 210 58.8 
21-22 27 7.6 
23-24 11 3.1 
25 and above 26 7.3 
Faculty 
Faculty of Applied Science 109 30.5 
Faculty of Accountancy  128 35.9 
College of Computing, Informatic & Mathematics  120 33.6 
Semester 
1 30 8.4 
2 20 5.6 
3 79 22.1 
4 53 14.8 
5 150 42.0 
6 7 2.0 
7 18 5.0 

 

3.5 Theoretical framework 

Based on Fig. 1, it shows that the dependent variable was the impact of AI while the independent 
variables were plagiarism and over-reliance.  

 

Fig. 1. Theoretical framework 

3.6 Data preparation and analysis 

Once data collection was completed, responses were compiled and transferred to Microsoft Excel for 
initial cleaning, where incomplete or inconsistent responses were checked and removed if necessary. The 
cleaned dataset was then imported into IBM SPSS Statistics 29 for further analysis. 

The study employs descriptive analysis to summarize key demographics. Additionally, correlation and 
regression analyses were conducted to examine the relationship between students' over-reliance on AI and 
their engagement in plagiarism. Correlation analysis helps determine the strength and direction of 

Table 2. The students’ demographics information 
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relationships between variables, while regression analysis provides insight into the predictive effects of AI 
dependence on plagiarism tendencies. 

3.6.1 Correlation and regression analysis 

To examine the relationship between over-reliance on AI and plagiarism among students, this study 
employs correlation and regression analysis. Correlation analysis measures the strength and direction of the 
relationship between two variables, while regression analysis determines the extent to which one variable 
influence another (Field, 2018). 

Before conducting these analyses, several key assumptions must be met, including linearity, normality 
of residuals, homoscedasticity, and absence of multicollinearity (Tabachnick & Fidell, 2019). Linearity 
assumes a straight-line relationship between the independent and dependent variables. A violation of this 
assumption can lead to misleading conclusions, which can be assessed using scatter plots or Pearson 
correlation coefficients (Pallant, 2020). Normality of residuals requires that the residuals in the regression 
model follow a normal distribution. This assumption is critical for hypothesis testing and can be evaluated 
using histograms, P-P plots, or statistical tests such as the Shapiro-Wilk test (Hair et al., 2018). 
Homoscedasticity ensures that residuals exhibit constant variance across all levels of the independent 
variable, which can be tested using residual plots or the Breusch-Pagan test. A violation of homoscedasticity 
may result in inefficient estimates (Kline, 2016). Absence of multicollinearity is necessary to avoid highly 
correlated independent variables, which can distort regression estimates. Variance Inflation Factor (VIF) 
values exceeding 10 indicate severe multicollinearity, and corrective measures such as variable removal or 
Principal Component Analysis (PCA) can be applied (Gujarati et al., 2019). 

The Pearson correlation coefficient (r) was used to quantify the strength of the relationship, where 
values closer to +1 or -1 indicate strong positive or negative correlations, respectively. For regression 
analysis, a multiple linear regression model was applied to assess how over-reliance on AI predicts 
plagiarism tendencies. The regression equation is: 

    
where Y represents plagiarism, X represents over-reliance on AI, 𝛽𝛽𝑜𝑜 is the intercept, 𝛽𝛽1 is the regression 
coefficient, and ε is the error term. By analyzing these relationships, this study provides empirical evidence 
on whether excessive AI usage significantly contributes to academic dishonesty, informing policies on AI 
integration in education. 

4. RESULTS AND DISCUSSION 

4.1 Reliability analysis 

The reliability of the study’s constructs was assessed using Cronbach’s alpha. According to Nunnally 
(1978), a Cronbach’s alpha value of 0.70 or higher indicates acceptable internal consistency, while values 
between 0.60 and 0.70 are considered moderate but acceptable in exploratory research. The results show 
that Over-Reliance (0.786) and Plagiarism (0.733) demonstrate good reliability, while Impact of AI (0.624) 
falls within the acceptable range (Taber, 2018). These findings suggest that the measurement scales used 
in this study are reliable for further analysis. 

 

 
𝑌𝑌 = 𝛽𝛽𝑜𝑜 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽1𝑋𝑋2 + 𝜀𝜀 (2) 
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Variables Cronbach’s Alpha 
Impact of AI 0.624 
Plagiarism 0.733 
Over-Reliance 0.786 

 

4.2 Correlation 

Regression Analysis A Pearson correlation analysis was conducted to examine the relationships 
between over-reliance, plagiarism, and the impact of AI in higher education. The results, as shown in Table 
4, indicate significant positive correlations among all variables at the 0.01 significance level (2-tailed). 

 
 
 

 Impact of AI Plagiarism Over Reliance 
Impact of AI 1.00 0.502** 0.599** 
Plagiarism  1.00 0.608** 
Over Reliance   1.00 

 
The correlation between over-reliance on AI and its impact is r = .599, p < .001, suggesting a moderate 

positive association. This indicates that students who exhibit a greater dependence on AI tend to perceive 
a higher impact of AI on their education. Similarly, plagiarism is significantly correlated with the impact 
of AI (r = .502, p < .001), demonstrating that higher levels of AI-assisted academic dishonesty are 
associated with a stronger perceived impact of AI in learning environments. 

Additionally, there is a moderate correlation between over-reliance on AI and plagiarism (r = .608, p 
< .001), highlighting that students who excessively depend on AI tools are more likely to engage in 
academic dishonesty. These findings align with previous studies suggesting that the accessibility of AI-
driven tools may lead to ethical challenges in academic settings (Çela et al. 2024). 

The results suggest that AI reliance and plagiarism are interrelated factors influencing students' 
academic behavior and the perceived role of AI in education. Future research should explore strategies to 
mitigate these negative consequences while leveraging AI’s benefits in learning. 

4.3 Assumptions of the regression analysis 

Multicollinearity was assessed using tolerance and variance inflation factor (VIF) values. According to 
Hair et al. (2018), tolerance values below 0.10 and VIF values above 10 indicate severe multicollinearity. 
In this study, both Plagiarism and Over-Reliance have tolerance values of 0.630 and VIF values of 1.588, 
suggesting no significant multicollinearity issues. 

4.3.1 Multicollinearity 

Multicollinearity was assessed using tolerance and variance inflation factor (VIF) values. According to 
Hair et al. (2018), tolerance values below 0.10 and VIF values above 10 indicate severe multicollinearity. 
In this study, both Plagiarism and Over-Reliance have tolerance values of 0.630 and VIF values of 1.588, 
suggesting no significant multicollinearity issues. 

Table 3. Reliability analysis 

Table 4. The correlation result  
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Variables Collinearity Statistics 
Tolerance VIF 

Plagiarism 0.630 1.588 
Over-Reliance 0.630 1.588 

 

4.3.2 Normality 

The normality of the data was assessed using both graphical and numerical methods. The q-q plot for 
the impact of AI variable indicates that data points closely follow the diagonal reference line, suggesting 
approximate normality. Additionally, skewness and kurtosis values were examined to support this 
assumption. According to Hair et al. (2018), skewness values between -1 and 1 and kurtosis values within 
±1 indicate an approximately normal distribution. the results show that impact of AI (-0.644, -0.113), 
plagiarism (-0.061, -0.061), and over-reliance (-0.532, -0.135) all fall within acceptable ranges, confirming 
normality (Tabachnick & Fidell, 2019). Since no severe deviations were observed, the normality 
assumption is satisfied, making the dataset suitable for parametric analyses such as correlation and 
regression. 

 
 
 

Variables Skewness Kurtosis Interpretation 
Impact of AI -0.644 -0.113 Approximate normal 
Plagiarism -0.061 -0.061 Approximate normal 
Over Reliance -0.532 -0.135 Approximate normal 

 

 

Fig. 2. Normal Q-Q plot 

4.3.3 Homogeneity of variance 

The scatterplot of standardized residuals versus standardized predicted values in Fig. 3 indicates no 
clear pattern, suggesting homoscedasticity, meaning the variance of errors remains constant across 

Table 5. Multicollinearity 

Table 6. The normality result 

https://doi.org/10.24191/jcrinn.v10i2.529
https://doi.org/10.24191/jcrinn.v10i2.529


290                                                      Sarkam et al. / Journal of Computing Research and Innovation (2025) Vol. 10, No. 2 

https://doi.org/10.24191/jcrinn.v10i2.529
 
 ©Authors, 2025 

predictions (Field, 2018). The residuals appear randomly dispersed, fulfilling the assumption of 
homogeneity of variance, which is essential for reliable regression analysis (Tabachnick & Fidell, 2019). 

 

 

Fig. 3. Scatterplot of residual versus predicted 

4.3.4 Linearity and normality of residuals 

The assumptions of linearity were evaluated using a scatter plot of the observed versus predicted 
values. The plot revealed a reasonably straight-line pattern without notable curvilinear trends, indicating 
that the relationship between the independent variables (over-reliance on AI and plagiarism) and the 
dependent variable (the impact of AI) is approximately linear. This validates the appropriateness of 
applying linear regression to the data (Pallant, 2020). 

Based on Fig. 2, the residuals are closely on the diagonal line, indicating that they are approximately 
normally distributed. This satisfies the normality assumption of regression, which is crucial for accurate p-
values and confidence intervals in the model (Hair et al., 2018). 

The Durbin Watson statistic, which was 1.958, further confirmed the independence of residuals, as 
values close to 2 suggest no autocorrelation (Field, 2018). Therefore, the assumptions of linearity, normality 
of residuals, and independence of errors were all sufficiently met. 

4.4 Regression analysis 

A multiple regression analysis was conducted to examine the influence of over-reliance on AI and 
plagiarism on the impact of AI in higher education. The model summary (Table 7) shows that the regression 
model is statistically significant, R = .624, R² = .389, Adjusted R² = .386, indicating that 38.9% of the 
variance in AI’s impact is explained by the predictors (F (2,354) = 112.740, p < .001). 

 

Variables Unstandardized Coefficient Value t-statistics p-value 
Constant 2.011 9.827 0.000 
Plagiarism 0.435 8.925 0.000 
Over - Reliance 0.210 4.152 0.000 

Table 7. Test of Significant of Coefficient 
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The regression analysis reveals that both over-reliance on AI and plagiarism significantly predict the impact 
of AI in higher education. The regression equation is: 

 
Both predictors show statistically significant relationships with the dependent variable, as indicated by 

their p-values (<0.001). Over-reliance on AI (b=0.435, t = 8.925, p-value <0.001) has a stronger influence 
compared to plagiarism (b=0.210, t = 4.152, p-value <0.001). These findings suggest that excessive 
dependence on AI and academic dishonesty contribute to its overall impact, supporting the need for policy 
interventions (Field, 2018). 

5. CONCLUSION 

The integration of AI tools in higher education presents both promising opportunities and notable 
challenges. This study highlights the significant role of digital literacy in shaping students’ acceptance of 
AI-driven learning environments. Through the application of correlation and regression analysis, the 
research demonstrates that factors such as effort expectancy and performance expectancy directly impact 
students’ behavioral intention to adopt AI tools. These findings align with existing literature, suggesting 
that technological competency and perceived usefulness are crucial determinants of AI acceptance 
(Venkatesh et al., 2003). 

Despite the benefits of AI-enhanced learning, ethical concerns remain a major challenge. Issues such 
as data privacy, algorithmic bias, and the potential for academic dishonesty necessitate a balanced approach 
to AI implementation in educational settings. Institutions must establish clear guidelines to address these 
concerns, ensuring that AI tools are used responsibly and inclusively (Vieriu & Petrea, 2025). 

Moreover, the study emphasizes the need for comprehensive digital literacy programs to bridge the gap 
between technological advancements and students' capabilities. Educators should be equipped with AI 
related training to facilitate effective implementation while mitigating ethical risks. Future research should 
explore the long-term effects of AI adoption on student learning outcomes and investigate cross-cultural 
perspectives on AI acceptance. 

In conclusion, AI holds immense potential to revolutionize higher education, but its success depends 
on a well-structured framework that prioritizes ethical considerations and digital literacy. By fostering an 
inclusive AI-driven learning environment, higher education institutions can harness the full potential of AI 
while ensuring fairness, transparency, and accessibility for all students. 
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